Depth Resolution During $C_{60}^+$ Profiling of Multilayer Molecular Films
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Time-of-flight secondary ion mass spectrometry is utilized to characterize the response of Langmuir—Blodgett (LB) multilayers under the bombardment by buckminsterfullerene primary ions. The LB multilayers are formed by barium arachidate and barium dimyristoyl phosphatidate on a Si substrate. The unique sputtering properties of the $C_{60}$ ion beam result in successful molecular depth profiling of both the single component and multilayers of alternating chemical composition. At cryogenic (liquid nitrogen) temperatures, the high mass signals of both the single component and multilayers remain stable under sputtering, while at room temperature, they gradually decrease with primary ion dose. The low temperature also leads to a higher average temperature, the thermal energies of both molecules remain stable under sputtering, while at room temperature, they gradually decrease with primary ion dose. The low temperature also leads to a higher average temperature, the thermal energy is deposited close to the surface and the chemical damage is then removed as fast as it accumulates, leaving subsurface layers relatively intact.9–15 The quality of the depth profile has recently been characterized by a cleanup efficiency parameter derived from a simple erosion model for molecular solids.16 Among all the cluster projectiles, buckminsterfullerene ($C_{60}^+$) generally exhibits the highest cleanup efficiency.17,18

New fundamental studies of the sputtering process are now required to optimize the experimental parameters for molecular depth profiling. The literature concerning the interactions between energetic cluster ions and molecular solids has grown rapidly, including experimental approaches16,19–26 and molecular dynamic (MD) simulations.11–13,27–29 While MD simulations have provided insightful understanding, much of the experimental work lacks a quantitative understanding for comparison to the simulation results. Moreover, most of the molecular depth profiling experiments are performed on organic systems either with uniform chemical content or with unknown composition.3,4,30 The analysis of buried organic layers under cluster bombardment has been shown to be feasible, but the degree of beam-induced mixing between organic layers is not fully understood. This information is important to cluster SIMS applications in biology since biomaterials are generally chemically heterogeneous and complex. Hence, it is essential to quantify the organic—interfacial
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width during molecular depth profiling to determine the optimum parameters that lead to the highest information content.

A robust and reproducible model system with well-defined chemical structures is a first step in obtaining quantitative information about buried interfaces using cluster ion bombardment. Previously, we have utilized trehalose sugar films spin-cast on Si substrates to develop an erosion model that uses the damage cross section, the altered layer thickness at the surface, and the sputtering yield as parameters. A different system consisting of organic δ layers built by a large tetrahedral molecule, Irganox, has also been reported. Results using this system have shown that the interface width is larger than the δ layer thickness (2.5 nm) and is limited mainly by the development of surface topography. In early studies, Langmuir–Blodgett (LB) films were analyzed by static SIMS to quantify sampling depth in organic materials. Recently, we also reported on using LB techniques

Figure 1. Depth profiles of single-component LB films of (a) 105-nm AA and (b) 96-nm DMPA deposited on piranha-etched silicon substrates. Sputter erosion and data acquisition were performed using 40-keV C$_{60}^+$ projectiles. Profiles measured at RT are denoted by dark red, green, and blue lines, and the bright red, green, and blue lines represent profiles measured at LN$_2$ temperature. Note that m/z 463 was not observed in the DMPA spectrum and m/z 525 was observed in the AA spectrum.

Figure 2. (a) Chemical structure of the alternating LB film of AA and DMPA deposited on piranha-etched silicon substrate and the depth profiles measured at (b) room temperature and (c) liquid nitrogen temperature using 40-keV C$_{60}^+$ projectiles.
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(33) Johnson, R. W.; Cornelio-Clark, P. A.; Li, J.-X.; Gardella, J. A., approach.34 No evidence for topography formation was noted depth resolution can be calculated by a simple curve-fitting presented by the profile of molecule-specific ion signals and that study showed that chemical structures were accurately repre-

- depth profiling model to study organic interfaces.34

Table 1. Sputter Yields (Molecule Equivalents/C60\(^+\)) of DMPA and AA\(^+\)

<table>
<thead>
<tr>
<th></th>
<th>single-component film</th>
<th>Alternating film</th>
</tr>
</thead>
<tbody>
<tr>
<td>AA</td>
<td>room temperature</td>
<td>329 ± 15</td>
</tr>
<tr>
<td></td>
<td>low temperature</td>
<td>448 ± 18</td>
</tr>
<tr>
<td>DMPA</td>
<td>room temperature</td>
<td>123 ± 7</td>
</tr>
<tr>
<td></td>
<td>low temperature</td>
<td>166 ± 9.2</td>
</tr>
</tbody>
</table>

* The data of single-component film represent averages of at least 3 parallel experiments of samples with the same chemical structure.

Figure 3. Total sputter yield vs primary ion fluence during depth profiling through alternating LB multilayer film. The data were normalized to the value at the beginning of the depth profile.

Table 2. Surface Roughness (nm) (Roughness Average Ra with the Field of View of 20 \(\mu\)m × 20 \(\mu\)m) of Si Substrate and Resulting LB Films∗

<table>
<thead>
<tr>
<th></th>
<th>Si</th>
<th>LB film before sputtering</th>
<th>LB films after 15-s sputtering at 400 × 400 (\mu)m</th>
</tr>
</thead>
<tbody>
<tr>
<td>methanol clean</td>
<td>1.1 ± 0.2</td>
<td>9.5 ± 1</td>
<td>8.7 ± 1</td>
</tr>
<tr>
<td>ozone clean</td>
<td>2.7 ± 0.8</td>
<td>13 ± 2</td>
<td>12 ± 2</td>
</tr>
<tr>
<td>piranha each</td>
<td>4.8 ± 1</td>
<td>16 ± 2</td>
<td>15 ± 2</td>
</tr>
</tbody>
</table>

* The data are based on at least 3 parallel measurements.

to form chemically alternating organic thin films as a molecular depth profiling model to study organic–organic interfaces.34 Multilayer LB films have been well-characterized and are known to form sharp boundaries between the layers. The preliminary study showed that chemical structures were accurately represented by the profile of molecule-specific ion signals and that depth resolution can be calculated by a simple curve-fitting approach.34 No evidence for topography formation was noted during the erosion process.

Using chemically alternating LB multilayers as a model, here we investigate the experimental parameters necessary for optimization of molecular depth profiling, particularly so that optimum depth resolution can be achieved. The system consists of alternating barium arachidate (AA) and barium dimyristoyl phosphatidate (DMPA) layers ~50 nm thick that is depth profiled by a C60\(^+\) ion beam. Various parameters that potentially affect the depth profile results are studied, including experimental temperature, sample roughness, primary ion energy, and incident angle. Our results show that chemical damage accumulation is minimized when the sample is maintained at liquid nitrogen temperature. Samples with slightly different topography yield similar depth resolution, implying that this property is not largely affected by surface roughness. The parameters of the primary ion beam also have large effects on the profile quality. For example, the highest depth resolution is achieved at glancing incident angles, but the observed interface widths increase slightly with increasing kinetic energy. In general, this model system provides a platform for determining the condition for optimum depth resolution and for elucidating fundamental aspects of the interaction of energetic cluster ion beams with molecular solids.

EXPERIMENTAL SECTION

Materials. Arachidic acid, barium chloride (99.999%), potassium hydrogen carbonate (99.7%), copper(II) chloride (99.999%), and all solvents were purchased from Sigma-Aldrich (Allentown, PA). The DMPA was purchased from Avanti Polar Lipids (Alabaster, AL). All chemicals were used without further purification. Water used in preparation of all LB films was obtained from a Nanopure Diamond Life Science Ultrapure Water System (Barnstead International, Dubuque, IA) and had a resistivity of at least 18.2 MΩ·cm.

Substrates and Film Preparations. A 3 × 3-in. single-crystal (100) silicon wafer was used as the substrate for all LB films. The substrates were treated by three types of cleaning methods before LB film application. The substrate was either sonicated in methanol for 10 min, treated with ozone for 10 min, or cleaned by piranha etch (3:1 H\(_2\)SO\(_4\)/H\(_2\)O\(_2\)). (Extreme caution must be exercised when using piranha etch. An explosion-proof hood should be used.) After cleaning, the substrates were rinsed with high-purity water several times to ensure hydrophilicity of the Si/SiO\(_2\) surface. A drop of pure water was placed onto the substrate before film application. The drop spread on the surface, indicating the hydrophilicity of the substrate. A Kibron \(\mu\)Trough S-LB (Helsinki, Finland) was used for isotherm acquisition and multilayer LB film preparation. Details of the LB film formation have been described previously.34 The value of the area/molecule during film transfer is used to calculate the film density needed for sputter yield calculations. At least three layers of AA were initially applied onto the substrate at first to ensure orderly multilayer formation. Subsequently, an even number of DMPA or AA layers were deposited consecutively. At least 15 min was allowed to elapse between subsequent deposition cycles to ensure complete drying of the substrate.

Instrumentation. A previously described TOF-SIMS instrument was used for all experiments.35 Depth profiling of the LB films was performed by a 40-keV C\(_{60}\) ion source (IOG 40-60, Ionoptika; Southampton, U.K.), which is directed to the target

surface at an angle of 40° relative to the surface normal. The kinetic energy of the primary ions was adjusted by varying the anode voltage between 20 and 40 kV or by selecting the charge state of the primary ions by means of a Wien filter. The mass spectrometer was operated in a delayed extraction mode with 50-ns delay time between the primary ion pulse and the secondary ion extraction pulse. Charge compensation was found to be unnecessary for the positive ion SIMS mode. Secondary ion intensities were calculated by integrating the respective mass peak in the TOF spectrum. A mass resolution of ∼2500 was routinely achieved at the mass of the molecule-specific peak of DMPA at m/z 525. The incident angle of the projectile ion beam was altered by tilting the sample surface relative to the stage. Although this procedure prevents comparison of ion yields at different angles since the angle between the surface normal and the ion optical axis of the mass spectrometer also changes, ion yields acquired during a depth profile are comparable since the angle is kept constant during the data acquisition.

A depth profile was performed by alternating between mass spectral data acquisition and sputter erosion cycles. During an erosion cycle, the films were bombarded with the projectile ion beam operated in dc mode and rastered across a surface area (“field of view”) of dimensions Δx×Δy with Δx = Δx/\cos\theta and Δx ranging from 300 to 600 μm. (The angle θ is the impact angle of the primary beam with respect to the surface normal). A digital raster scheme with 256×256 pixels was employed, thus rendering a pixel step size between 1.2 and 2.4 μm, a value that is small compared to the probe size of the projectile beam (∼30 μm). The total bombardment time during each erosion cycle varied from 3 to 10 s, resulting in a total dwell time between 50 and 150 μs on each pixel. In order to minimize redeposition effects and ensure a uniform erosion rate, several frame scans were made during each erosion cycle, limiting the pixel dwell time in each individual frame to 10 μs. Between erosion cycles, SIMS spectra were taken from the center of the sputtered region, with the ion beam operated in pulsed mode (pulse duration ∼50 ns) and rastered across a quarter of the erosion area. The total projectile ion fluence applied during each acquisition cycle was kept below 10^{11} cm^{-2}, ensuring negligible erosion even when accumulated over hundreds of data points in the depth profile.

**RESULTS AND DISCUSSION**

We have previously demonstrated that LB films represent good model systems for quantitative examination of molecular depth profiling with particular emphasis on the organic–organic interface width.34 The goal in this work is to optimize the depth resolution in such experiments by investigating the role of various experimental parameters with regard to both the operation of the TOF-SIMS instrumentation and sample preparation. The quality of the depth profile is also determined using parameters evaluated from the previously developed erosion dynamics model.16

**Single-Component LB Films.** Single-component LB films of AA or DMPA are building blocks for alternating LB films and were therefore examined first by C_{60}^{+} depth profiling as a reference for later profiles on multilayer structures. The two single-component samples contain 39 layers of AA or 40 layers of DMPA on top of 3 layers of AA, leading to total film thicknesses of 105 (AA) or 96 nm (DMPA), respectively. It is important to note that
DMPA multilayers do not form directly on Si but can be built on top of three layers of AA that are first deposited on the Si substrate. Since the DMPA layer is much thicker than the bottom AA layers and the signal of AA is not observed in the depth profile, this sample is still considered to be a single-component film.

Depth profiling was performed both at room temperature (RT) and at cryogenic temperature with the sample stage continuously cooled by liquid nitrogen (LN2). The resulting profiles are shown in Figure 1. Representative molecular signals of AA and DMPA at $m/z$ 463 and 525, respectively, are plotted together with a substrate signal at $m/z$ 112 for Si$_{4}^{+}$. The Si$_{4}^{+}$ ion signal is used in place of the Si$^{+}$ ion signal since there are fewer isobaric interferences at $m/z$ 112 than at $m/z$ 28. The depth profiles can be divided into three specific regions. At the beginning, the molecular ion signal increases to a maximum and decreases very slightly afterward. This “surface transient” region looks very

**Figure 6.** Depth profiles of alternating LB film of DMPA and AA deposited on ozone-treated substrate measured at liquid nitrogen temperature using (a) 20-keV C$_{60}^{+}$ and (b) 80-keV C$_{60}^{2+}$ projectile ions.

**Figure 7.** (a) Interface width increment with depth for alternating LB films (ozone-treated substrates) for different primary ion energy, and (b) interface width at zero depth plotted against primary ion energy. The error bars are ±5% of the calculated value.

**Figure 8.** Depth profiles of alternating LB film of DMPA and AA deposited on ozone-treated Si substrate measured at liquid nitrogen temperature using 40-keV C$_{60}^{+}$ projectiles impinging under (a) 5° and (b) 73° with respect to the surface normal.
similar in all four profiles depicted in Figure 1. The characteristics of the second region, where the bulk of the LB film is being continuously removed, vary as a function of the sample temperature. While the LN$_2$ profile exhibits a steady state that persists until the film is completely removed, the RT profile exhibits a gradual decline of the molecular ion signal. The third region is characterized by the interface between the organic layer and the Si substrate, where the molecular ion signals decrease rapidly and the Si ion signal emerges.

The initial signal increase appears to be mainly associated with the removal of surface contamination. This interpretation is corroborated by the finding that the initial transient is much less pronounced in depth profiles taken of freshly prepared films and significant changes are observed in the low-mass region of the SIMS spectrum. The behavior is in contrast to the surface transient associated with peptides in trehalose where a much larger increase in the quasi-molecular ion (M + H)$^+$ is observed. This difference might be associated with the observation that C$_{60}^+$ ion bombardment effectively increases the proton concentration in the near-surface region. Protonation is presumably not involved in the ionization mechanism for the barium salt studied here, hence resulting in different behavior at low fluence.

The small decay of the molecular ion signal immediately after the initial surface transient is of special interest. This decay has been described quantitatively using a simple erosion dynamics model developed previously. With this model, the signal is predicted to decrease exponentially to a steady-state value due to the building of chemical damage induced by the primary ion beam. In addition, there may be a slower decay of the steady-state signal due to a reduction of the total sputtering yield or erosion rate. Although the cause of this reduction is not known at the moment, a slow exponential decay has been found to fit the data in Figure 1, it is clear that the value of $\alpha$ is nearly zero for the LN$_2$ samples. It is $\sim$1 nm$^2$ for AA at RT and $\sim$0.2 nm$^2$ for DMPA at RT. For Irganox films bombarded by 30-keV C$_{60}^+$ ions at RT, a value of 0.6 nm$^2$ is reported (represented as $\sigma_{0b}$), in reasonable agreement to the findings reported here.

Multilayer Structures. The next step is to examine the behavior of alternating multilayer LB films. Depth profiles acquired at room and LN$_2$ temperature are shown in Figure 2 for a film consisting of six building blocks of either AA or DMPA multilayers. Beginning at the surface (top), blocks 1 and 3 each contain 20 layers of DMPA (44 nm), while blocks 2 and 4 consist of 20 layers of AA (54 nm). Blocks 5 and 6 are slightly thicker and consist of 22 layers of DMPA (48 nm) or 23 layers of AA (62 nm), respectively. In both profiles, the molecular ion signal representing the uppermost DMPA block is found to increase after initial ion bombardment, in the same fashion as seen for the single-component films. The apparent AA signal visible at the beginning of the RT profile increases slightly, presumably due to isobaric surface impurities, since the mass spectrum measured in this region is quite different from that measured within an AA block. Upon further irradiation, the two signals continue to alternate in intensity until the Si interface is reached, thus correctly reflecting the chemically alternating structure of the film.

The most significant difference between the two profiles displayed in Figure 2 is the apparent loss of contrast with increasing depth, which is observed in the RT profile but is less pronounced at LN$_2$ temperature. It is tempting to attribute this finding to a degradation of depth resolution with increasing eroded depth; however, this effect would lead to a symmetric decrease and increase of the signal maximums and minimums, respectively, leaving the average signal largely constant. Instead, the signal maximums observed in Figure 2b decrease a factor of $\sim 2.3$ when comparing the beginning block to the final block, while the signal minimums remain virtually unchanged. Hence, we conclude that the apparent loss of contrast in the RT data is mainly attributed to a reduction of the (average) molecular ion signal.

In addition to a decrease in the contrast observed for the RT profile, the erosion rate is observed to decrease with fluence. Assuming the DMPA–AA interface is located at the points where the representative signals match, it is possible to calculate the average sputter yield for each block from the known fluence and block thickness. These yields are reported in Table 1 for both the room and LN$_2$ temperature depth profiles. Note that the total sputter yield drops by $\sim 30\%$ for the RT sample, but is virtually constant for the LN$_2$ sample. These yields are plotted in Figure 3 and are seen to decrease nearly linearly with fluence as predicted for C$_{60}^+$ bombardment of Irganox films at RT. Since the decay rate is very slow, it can be approximated by a linear relation as

$$Y(\phi) = Y(0) [1 - a\phi]$$  \hspace{1cm} (3)$$

where $a$ is a decay cross section related to sputtering. If we assume that the measured molecular ion signal at any given fluence $S(\phi)$ is proportional to $Y(\phi)$, then

$$S(\phi) = S_0 [1 - a\phi]$$  \hspace{1cm} (4)$$

and $a$ is easily determined from the depth profile. From the data in Figure 1, it is clear that the value of $a$ is nearly zero for the LN$_2$ samples. It is $\sim 1$ nm$^2$ for AA at RT and $\sim 0.2$ nm$^2$ for DMPA at RT. For Irganox films bombarded by 30-keV C$_{60}^+$ ions at RT, a value of 0.6 nm$^2$ is reported (represented as $\sigma_{0b}$), in reasonable agreement to the findings reported here.
by eq 3, using a sputter yield reduction cross section of $\sim0.14$ nm$^2$. Interestingly, this value is smaller than that determined for the single-component films. It is, however, similar to that determined for cholesterol films$^{21}$ under the same bombardment conditions as employed here, indicating that the fluence-dependent sputter yield reduction might be a rather general observation in C$_{60}$ sputter depth profiling.$^{24}$

It is interesting to note that the molecular ion signal drop observed in Figures 1 and 2 is larger than that of the total sputter yield. For instance, the DMPA sputter yield drops to 80 and 71% from the top to the middle and bottom block of the multilayer sample, while the signal maximums drop to 50 and 30%, respectively. A similar trend is observed for the AA films and the AA blocks. This observation is consistent with the erosion dynamics model, which predicts the “quasi-steady-state” signal varies as $(Y^0)^\delta$ with values of $\delta$ between 1 and 2, depending on whether the cleanup efficiency is large ($\delta \sim 1$) or small ($\delta \sim 2$) (see eq 1).

In summary, the RT depth profiles exhibit a drop in yield with fluence that is not observed for the LN$_2$ temperature experiments. It is not clear why the temperature exerts this effect on the profile, but it is not likely related to any change of the film chemistry, since the mass spectra are essentially the same as those obtained at RT. The LN$_2$ depth profiles of LB films exhibit less chemical damage. Hence, subsequent studies are performed exclusively under LN$_2$ conditions.

Surface Topography. The essential step in construction of LB multilayer films is to begin with a well-ordered initial monolayer. A common strategy for preparing the Si substrate is piranha etch, which is effective at removing organic adducts and ensuring hydrophilicity. The etching process, however, leads to enhanced surface roughness. Since the roughness of the resulting LB films might be related to the roughness of the starting Si surface, smoother Si substrates are needed to achieve artifact-free measurements of the depth resolution. Two additional methods were developed to explore the importance of topography on the depth profiles. With one scheme, the Si is exposed to UV ozone for 10 min, and with a second scheme, the Si substrates are sonicated in methanol for 15 min. Both procedures were followed by rinsing with ultrapure water to ensure hydrophilicity. The alternating LB films were then synthesized in the same fashion as described previously. The root-mean-square roughness values measured for Si and the LB films before and during the depth profile analysis are listed in Table 2, and representative AFM images are shown in the Supporting Information. As expected, the methanol-cleaned substrates yield the smoothest LB films and the piranha-etched films exhibit the most topography. The resulting LB films are usually $\sim10$ nm rougher than their original substrates. However, the roughness does not change significantly after C$_{60}^+$ bombardment at LN$_2$ temperature for any of the films studied here.

Representative depth profiles for each of these films are shown in Figure 2c and Figure 4. Qualitatively, the three depth profiles are similar in shape as expected. The fluence value needed to reach the Si interface is also about the same for the three profiles, suggesting that sample topography does not change the sputter yield significantly. The difference in signal intensity is due to the use of a different primary ion current during acquisition of the spectra. The profile of the LB film on methanol-treated substrates (Figure 4b) has a relatively lower AA signal compared to that of DMPA, although the signal contrast is still about the same as that in other profiles. The post-interface dip in the Si signal observed in the profile of Figure 4a probably arises from the formation of a silicon oxide layer formed during O$_2$ treatment of the substrate.

It is possible to estimate the depth resolution of alternating multilayer films utilizing the signal contrast in the measured depth profile.$^{24}$ The “interface width”, i.e., the full half-width of the (Gaussian) depth response function, determined in this way is plotted against the depth of the interface for all three profiles depicted in Figure 2c and Figure 4. In all three cases, the interface width is found to increase with increasing depth. A linear fit of the data displayed in Figure 5 shows that a rougher sample exhibits a larger increment of the interface width with increasing depth. However, when extrapolated to zero depth, the (virtual) interface width at the beginning of the ion bombardment is $\sim15$ nm in each case. There are many factors that could contribute to the measured interface width. These include: (i) the depth of origin of the sputtered secondary ions, (ii) ion-induced interface mixing effects, and (iii) lateral fluctuations of the LB film thickness. With the latter being of the order of 10 nm$^{-2}$ as deduced from the roughness measurements—we estimate 5–10 nm of the zero depth interface width is attributed to the “intrinsic” depth resolution of the method. This finding is consistent with model computer simulations of 20-keV C$_{60}$ bombarding Ag, which indicate the formation of an altered layer thickness of several nanometers.$^{10,11}$ Moreover, the depth of origin of Ag$^+$ ions ejected through a 2.5-nm ice overlayer is estimated to be $\sim7$ nm at 20 keV.$^{18}$

An interesting question remains regarding the cause of the different slopes observed in Figure 5. Apparently, an initially rougher film exhibits a larger degradation of depth resolution with increasing eroded depth. It is tempting to attribute this observation to the development of further, ion bombardment-induced roughness at the bottom of the eroded crater. In fact, topography has been suggested to largely determine the observed depth resolution during the analysis of Irganox3114 $\delta$ layers embedded in an Irganox1010 matrix.$^{23}$ However, this effect can be excluded here, since the roughness measured after erosion of a significant part of the film is similar to that measured on the original surface. The observed degradation of depth resolution must therefore be induced by an accumulation of ion-induced interface mixing during the removal of the film. Why this should depend on the original roughness of either the substrate surface or the deposited film surface is unclear at the present time.

Primary Ion Energy and Incident Angle Effect. All depth profiling experiments presented so far have been performed with 40-keV C$_{60}^+$ ions impinging under an incident angle of 40° relative to the surface normal. In this section, the role of projectile impact energy and angle is studied. Note that all results presented below were obtained on alternating LB films built on ozone-treated substrates analyzed at LN$_2$ temperature.

The depth profiles using 20-, and 40-, and 80-keV C$_{60}^{2+}$ ions for both sputter erosion and data acquisition are shown in Figures 6a, 4a, and 6b, respectively. The ion fluence required to reach the Si interface is $\sim1 \times 10^{14}$ cm$^{-2}$ at 80 keV, $2 \times 10^{14}$ cm$^{-2}$ at 40 keV, and $4 \times 10^{14}$ cm$^{-2}$ at 20 keV. As discussed above, this number is related to the total sputter yield, which is found to increase...
linearly with projectile impact energy. This observation agrees with results obtained for C$_{60}^+$ bombardment of other systems.\textsuperscript{28} Comparing the linear slope of the yield versus energy curve by means of the reduced sputter yield volume,\textsuperscript{25} $Y_{\text{red}}/n$, we find the resulting average value of 3.8 nm$^3$ removed per C$_{60}$ ion and keV of impact energy to agree well with values of 4−8 nm$^3$/keV measured for trehalose,\textsuperscript{30} cholesterol,\textsuperscript{21} and Irganox1010 films.\textsuperscript{25}

In addition to the difference in sputter yield, the 20-keV depth profile appears to be essentially the same as the 40-keV depth profile, while at 80 keV, the signal maximums gradually decline with increasing ion fluence. At the same time, the fluence needed to remove the individual layers again increases with increasing depth as was found for the RT depth profiles noted above. At 80-keV bombardment, then, there is a fluence-dependent yield reduction even at LN$_2$ temperature. Apparently, the yield reduction is induced by a thermally activated process that is more likely to occur at higher impact energies.

It is possible that the yield reduction is caused by accumulation of carbon precipitates at the surface of the bombarded film. There is strong experimental\textsuperscript{20} and theoretical\textsuperscript{37} evidence that a fraction of incident projectile atoms are being implanted into the irradiated surface. In fact, this effect is known to lead to a complete quenching of the sputter yield if Si is bombarded with C$_{60}$ ions of less than 10 keV.\textsuperscript{20,28} A similar effect has been observed for Irganox films. The notion is that the deposited carbon atoms form precipitates of an amorphous, graphite-like structure,\textsuperscript{20} which is known to have a very low sputter yield.\textsuperscript{20,40} Simulations and experiments performed on SiC targets show that single C atoms distributed evenly within a Si crystal do not produce a significant yield reduction.\textsuperscript{20} In order to be effective, the implanted carbon atoms need to cluster and eventually form precipitates. At low temperatures, the mobility of the implanted projectile atoms is decreased and the formation of carbon precipitates is hindered, thereby efficiently suppressing the yield reduction. At larger impact energy, on the other hand, more energy is deposited in a single impact, increasing mobility and, hence, counterbalancing the effect of reduced temperature.

The interface width as a function of depth and primary ion kinetic energy are shown in Figure 7a. For all three impact energies, the interface width scales linearly with depth with a slightly different slope. The zero depth interface width as a function of the primary ion energy is shown in Figure 7b. Lower impact energy clearly leads to better depth resolution, a finding that is well-known for inorganic systems.\textsuperscript{41} This effect is under-impact energy clearly leads to better depth resolution, a finding function of the primary ion energy is shown in Figure 7b. Lower kinetic energy are shown in Figure 7a. For all three impact

Conclusions

Using multilayer LB films as a model for molecular depth profiling, various experimental parameters were investigated for their effects on the quality of depth profiling. The results show that profiles with relatively stable signal maximums and uniform sputter yield are achieved by lowering the sample temperature to cryogenic condition. The depth resolution is found to deteriorate slightly with increasing primary ion fluence, an effect that does not appear to be directly related to increasing ion-induced roughness. The parameters of the primary ion beam also play an important role in optimizing the molecular depth profiling experiment. The depth resolution is found to be improved at lower C$_{60}^+$ kinetic energy, the zero depth interface width scaling linearly with impact energy. If extrapolated to zero impact energy, we find a virtual interface width that is to a large extent determined by fluctuations of the LB film thickness, leaving only a few nanometers as the physical limit of the achievable depth resolution. Variation of the projectile impact angle reveals that the depth resolution is slightly enhanced under glancing incidence (compared to normal incidence), while the quality of the depth profile is much worse under normal incidence. These observations agree with the predictions of molecular dynamics computer simulations. In summary, we suggest use of the lowest possible impact energy, which is compatible with good beam focusing conditions needed for high-resolution three-dimensional imaging applications—and
glancing incidence in combination with low sample temperature to achieve optimum depth resolution in molecular depth profiling experiments.
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